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Summary

 

Many microscopy studies require reconstruction from serial
sections, a method of  analysis that is sometimes difficult
and time-consuming. When each section is cut, mounted and
imaged separately, section images must be montaged and
realigned to accurately analyse and visualize the three-
dimensional (3D) structure. 

 

Reconstruct

 

 is a free editor designed
to facilitate montaging, alignment, analysis and visualization
of  serial sections. The methods used by 

 

Reconstruct

 

 for organiz-
ing, transforming and displaying data enable the analysis of
series with large numbers of  sections and images over a large
range of  magnifications by making efficient use of  computer
memory. Alignments can correct for some types of  non-linear
deformations, including cracks and folds, as often encoun-
tered in serial electron microscopy. A large number of  different
structures can be easily traced and placed together in a single
3D scene that can be animated or saved. As a flexible editor,

 

Reconstruct

 

 can reduce the time and resources expended for
serial section studies and allows a larger tissue volume to be
analysed more quickly.
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Introduction

 

Physical or optical sectioning of  a specimen into parallel pla-
nar sections is often used for high-resolution microscopy. As
sectioning reduces complex three-dimensional (3D) struc-
tures to sets of  2D profiles, a method is needed for evaluating
3D shape from section profiles. The many ingenious methods
developed by microscopists for understanding 3D structure
have evolved with technology, from drawing methods and
model building in the 1800s, to cinematographic methods in
the period 1905–1975, to computer-aided methods (Ware &
LoPresti, 1975; Huijsmans 

 

et al

 

., 1986). With the transition
to digital imaging, microscopists have an even greater need for
computer software capable of  organizing large amounts of
serial section image data while also facilitating quantitative
measurements and 3D structure visualization.

When sections are cut and imaged separately, each section
may be exposed to independent amounts of  scaling and/or
non-linear deformation as a result of  cutting, folding, drying,
specimen tilt, temperature changes and optical distortions in
the imaging system (Stevens & Trogadis, 1984). In addition,
just positioning the sections in the microscope introduces
rotational and translational offsets between section images.
Although computer algorithms have been developed for auto-
matic image registration (Brown, 1992; Toga & Banerjee,
1993; Van den Elsen 

 

et al

 

., 1993; Zitová & Flusser, 2003), the
success of  a particular method for aligning serial sections is
highly data dependent. No existing image registration method
will always succeed in aligning arbitrary images with arbi-
trary deformations (Zitová & Flusser, 2003). One popular
technique is based on the maximization of  mutual informa-
tion, but even this method frequently fails on reasonable
images (Penney 

 

et al

 

., 1998; Roche 

 

et al

 

., 2000). As a conse-
quence, alignments often rely on user-guided registration of
intrinsic or imposed fiducial marks (Humm 

 

et al

 

., 1995;
Papadimitriou 

 

et al

 

., 2003).
Once serial sections are aligned, additional algorithms are

needed for 3D visualization. When the sections contain only a
single structure, such as might be obtained from fluorescent
confocal microscopy, various volume rendering techniques can
be applied directly to the image data. However, when sections
contain a dense feltwork of  different structures, as in electron micro-
scopic (EM) sections of  the brain, a segmentation step is required
to identify and separate the structures for 3D reconstruction.
Algorithms for automatic segmentation are only reliable for
relatively simple types of  images and, in general, structure-
orientated reconstructions rely on the expertise of  trained
microscopists. The most reliable method at present is computer-
aided tracing of  profiles on sections followed by automatic 3D
surface generation and rendering with appropriate shading.

A number of  software packages are available to support
structure-orientated reconstruction from serial sections (Table 1).
Some of  these programs (e.g. 

 

3D Doctor

 

, 

 

Amira

 

, 

 

Neurolucida

 

)
provide algorithms for automatic alignment of  an entire stack
of  sections. Automatic alignment plugins are also available for
the public domain image processing package 

 

ImageJ

 

 (http://
rsb.info.nih.gov/ij/). Automatic alignment algorithms are typically
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based on cross-correlation, mutual information or related
techniques, with the consequent limitations that these entail.
Popular commercial packages also often include facilities for
arranging multiple images within a section to form a montage
(e.g. 

 

Bioquant

 

, 

 

Neurolucida

 

). Most packages also provide one
or more methods of  automatic segmentation, in addition to
fundamental tools for manual tracing. Excellent 3D rendering
hardware and associated graphics libraries are now standard
on most computers, so 3D visualization is relatively easy once
a surface of  triangular patches is created from the traces.

Automatic surface generation from traced profiles is available
in all structure-orientated reconstruction packages, although
a variety of  undisclosed methods are used.

A free software environment for browsing and editing serial
section data has been under development for several years,
beginning in the Image Graphics Laboratory at Children’s
Hospital, Boston. Two programs, 

 

IGL Trace

 

 and 

 

sEM Align

 

,
embodied the easy-to-use approach (Fiala & Harris, 2002).
These programs were validated in a number of  serial section
studies (Table 2). A new, more versatile serial section editor,

Table 1. Some software packages that include structure-orientated analysis of  serial sections.

Package Link Align Montage Trace Measure 3D Cost

3D Doctor www.ablesw.com ✓ ✓ ✓ ✓ ✓ $$
Amira www.amiraviz.com ✓ ? ✓ ✓ ✓ $$
Bioquant www.bioquant.com ? ✓ ✓ ✓ ✓ $$
Neurolucida www.neurolucida.com ✓ ✓ ✓ ✓ ✓ $$
Reconstruct www.synapses.bu.edu ✓ ✓ ✓ ✓ ✓ free

Table 2. Studies aided by IGL Trace/sEM Align software.

Reference Journal Subject

Alberio et al., 2004 Parasitology Research Differentiation of  Leishmania parasite
Cerri et al., 2004 J Anatomy Development of  teeth
Cooney et al., 2002 J Neuroscience Distribution of  dendritic endosomes
Dhanrajan et al., 2004 Hippocampus Synaptic plasticity in ageing
Fiala et al., 1998 J Neuroscience Synaptogenesis in hippocampus
Fiala et al., 2002 Nature Neuroscience Dendritic spine plasticity
Fiala et al., 2003 J Comp Neurology Ischaemic injury to neurone dendrites
Jourdain et al., 2002 J Neuroscience Anoxia-induced synaptic plasticity
Kirov et al., 2004 Neuroscience Cold injury to neurone dendrites
Leitinger & Simmons, 2002 J Neurobiology Synapses in locust visual neurones
Lindemann, 2001 Nature Taste receptors
Nikonenko et al., 2003 J Neuroscience Activity-dependent synaptogenesis
Ostroff  et al., 2002 Neurone Dendritic polyribosomes
Peychl et al., 2002 Frontiers in Bioscience Apoptosis
Popov et al., 2003 Biofizika 3D organization of  hippocampal synapses
Rowland et al., 2000 J Neuroscience Synaptic structure of  calyx of  Held
Sandi et al., 2003 Eur J Neuroscience Synaptic plasticity in hippocampus
Segev & London, 2000 Science Modelling of  dendritic electrophysiology
Shepherd & Harris, 1998 J Neuroscience Axonal varicosities in hippocampus
Shepherd et al., 2002 Proc Nat Acad Sci Axonal varicosities in cerebellum
Shum et al., 2003 Br J Dermatology Scalp biopsies
Sorra et al., 1998 J Comp Neurology Dendritic spine morphology
Spacek & Harris, 2004 J Neuroscience Endocytosis in hippocampus
Telgkamp et al., 2004 Neurone Synapses in cerebellar nuclei
Teng & Wilkinson, 2000 J Neuroscience Presynaptic endocytosis
Toni et al., 1999 Nature Synaptic plasticity in hippocampus
Toni et al., 2001 J Neuroscience Synaptic plasticity in hippocampus
Ventura & Harris, 1999 J Neuroscience Peri-synaptic astrocytes in hippocampus
Yankova et al., 2001 Proc Nat Acad Sci Estrus-related synaptogenesis
Xu-Friedman et al., 2001 J Neuroscience Synapses onto Purkinje neurone dendrites
Xu-Friedman & Regehr, 2003 J Neuroscience Cerebellar glomerular synapses
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Reconstruct

 

, has recently been developed as a continuation of
this approach. 

 

Reconstruct

 

 contains all the basic components
for structure-orientated reconstructions in a free and open
software package designed to facilitate large serial section
studies efficiently. The following describes the main features
of  the software and the underlying methods for organizing,
transforming and displaying serial section data.

 

Data representation

 

Data in 

 

Reconstruct

 

 are organized into sections corresponding
to the pieces of  the specimen imaged in the microscope. Data
for each section, which includes digitized microscopic images,
traces drawn on the images, and transformations applied to
these images and traces, are stored in a file indexed by the
section number as the filename extension. The actual digital
image data are not stored in the section data file; rather a refer-
ence to a corresponding digital image file (.bmp, .jpg, .tif, etc.)
is stored. Information about the whole series, including user-
defined options and multisection traces, is stored in a separate
series data file.

 

Reconstruct

 

 uses eXtensible Markup Language (XML) to
represent series and section data in an open data format. The
two XML file formats are defined by Document Type Definition
files that allow automatic validation and easy interoperability.

The defined XML data structures in the section file reflect the
data elements of  a series: transformations, domains, images
and traces. When section data are accessed by the software,
these XML elements are used to fill a similarly organized data
structure in computer memory.

 

Accessing the data

 

Reconstruct

 

 is designed to run in a Windows environment,
using conventional mouse and keyboard input. The software
can be used on a tablet PC or with a digitizing tablet as an
input device, but access to a keyboard is desirable for com-
mand accelerators, incremental movements and browsing
sections. The main window is a single document window that
displays the images and traces for one section of  the series
(Fig. 1). By using the Page Up and Page Down keys, the display
can be quickly advanced to adjacent sections in the series. Large
sections can be quickly panned and zoomed with the mouse.

 

Domains

Reconstruct

 

 facilitates cropping, montaging, scaling and align-
ment of  images by the user. Each image within a section is
incorporated into a 

 

domain

 

 that has a defined boundary and
independent location within the section. Cropping is achieved

Fig. 1. The user interface for Reconstruct. The main window displays a section containing two domains and one trace (filled with yellow). Reconfigurable
floating windows are used to display measurements and quickly access data elements. The tools and trace palette windows have been placed in the upper
left corner, while the domain and trace list windows are at the lower right. Additional windows not shown: the list of  sections, section thumbnails, the list
of  objects, the 3D scene, the list of  z-traces and the list of  interobject distances.
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by drawing a new domain boundary. The domain boundary
outlines the region of  the image to be displayed in the section.
Multiple image domains can be placed side-by-side within a
section to make a montage, a composite picture of  a large section
from many smaller images (Fig. 1). Montaging is realized by
independent transformations associated with each domain.
Each transformation incorporates a unique amount of  trans-
lation, rotation, scaling, skew and deformation.

When the image data are imported into a section, the image
pixels are scaled using a magnification factor, the pixel size.
The pixel size parameter tells how big a pixel of  the image is in
the units defined for the series. Each image has its own magni-
fication factor. This allows images obtained at different magni-
fications or scanned with different settings to be accurately
incorporated into the same series.

The transformation used to place the image within the
section is also used to align the image with adjacent sections. This
is accomplished by adjusting the parameters of  the transfor-
mation according to user input, by image cross-correlation, or
using a set of  traces as alignment fiducial marks. By restricting
display to polygonal domains within an image, this approach
can also be used to correct a folded or cracked section. Domains
can be defined on either side of  the fold. By adjusting the trans-
formation for each domain, the image could be effectively
unfolded, placing each part correctly within the section.

An important feature of  

 

Reconstruct

 

 is that original image data
are never altered. Cropping, montaging, scaling and alignment
are all performed dynamically on the image data each time they

are accessed and displayed. This allows these edits to be undone
and continuously modified, and reduces the storage overhead
associated with large section bitmaps, but it also requires that
the display processing be carried out as efficiently as possible.

 

Sections

 

Section data are organized as linked lists of  transformations in
computer memory. Each transformation contains either a
domain or one or more traces defined in a local coordinate
system. The transformation parameters define how the local
coordinate system of  the image or trace will be mapped into
the section.

To display a section, each domain boundary is transformed
into section coordinates and the interior region mapped
onto a bitmap representing the display area (Fig. 2). For those
domains that have a region on the display not obscured by
other domains, the associated image file and transformation
are used to fill the region pixel-by-pixel. After all images are
rendered in this manner, the traces are transformed into the
section and drawn. Traces may be filled with colour to high-
light the interior. Finally, the display bitmap is copied to the
client area of  the window.

The process of  creating the section display can be time-
consuming for a large amount of  image data. The majority of
this time is consumed by the retrieval and decompression of
image files from the hard drive. Once the image data are in
memory the rendering of  whole sections is relatively rapid,

Fig. 2. The mapping of  data elements onto the section. Each trace and domain is associated with an independent transformation that determines the size
and location of  the element on the section. In this example each domain has a rectangular boundary that defines the area of  the image to be displayed. In
general, domains can be any shape that can be created by the drawing tools.
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depending primarily on the number of  domains and the
complexity of  the domain transformations. Only those images
actually visible on screen are read from the drive and trans-
formed onto the display. This helps speed up display processing
and reduce memory requirements. When the whole section
is visible on screen the resolution requirements are generally
low, so the costly image retrieval step is further reduced by the
use of  lower-resolution proxy images that are more quickly
accessed and displayed when the full resolution of  the data is
not needed. This reduces the section display time to about half
a second even when a section contains more than 100 Mb of
data (Table 3).

When the display is advanced to a new section, the previ-
ously displayed section is retained in memory. Because display
bitmaps have already been created for both the current and
the previous sections, the main window display can quickly
alternate between them. This allows rapid flicking between
adjacent sections and the ability to detect misalignments by
apparent motion (Levinthal & Ware, 1972). The current and
previous sections can also be rapidly blended together as
another means for evaluating alignments.

 

Series

 

Most processing in 

 

Reconstruct

 

 pertains to the two recently
accessed sections, but commands are also provided to acceler-
ate processing of  multiple sections throughout the series. A list
of  all the sections is available in a floating window. This section
list can be used to change the current section, renumber
sections and delete sections. Thumbnail display of  multiple
sections is also possible using the floating thumbnails window.
The size and magnification of  thumbnail images are adjustable.
Thumbnails can be displayed as an array of  selectable buttons
or as a set of  overlaid images. Overlaid thumbnails can be
animated to obtain a dynamic view of  the 3D structure of  the
series data.

Images can be distributed as a group to sequential sections,
so that a user can quickly go from a set of  image files to a series
filled with image data. After a section has been filled with data,
the entire collage of  transformed domains and traces can be
exported to a new image file. This operation allows alignments
and segmented images to be exported to other programs for
further processing.

Data elements (sections, domains or traces) or parameter
settings from another series can be copied into a series using
the Series Import operation. By allowing multiple investiga-
tors to later combine their analyses, this operation facilitates
collaboration and division of  labour on large projects. The
Import Series function can also be used to copy, backup or
rename an entire series.

 

Tracing

 

Traces are the basis for quantitative measurements, and can
also be used to guide alignments and 3D surfacing of  objects.
Although automatic segmentation is appropriate for some
kinds of  data, manual tracing is still required for most micro-
scopic images, so 

 

Reconstruct

 

 includes facilities for creating
traces on sections by drawing with a mouse or pen. A form of
user-guided automatic tracing is provided by the Wildfire region
growing tool. With this tool the user clicks in the interior of  the
region to be outlined and the software automatically deter-
mines the boundary of  the region based on user-defined criteria
on the hue, saturation and brightness of  the region.

The polyline traces are stored in the section file as a
sequence of  (

 

x

 

,

 

y

 

) points. The actual location of  the trace on the
section is determined by applying an associated transforma-
tion to the points (Fig. 2). To relate traces between sections
each trace is named. Traces with the same name identify the
3D object to which the traces belong or define other corre-
spondences between sections. Special symbols are used in the
name string to number trace names automatically. Automatic
numbering of  traces allows the rapid creation of  unique pairs
of  corresponding traces on adjacent sections. Corresponding
traces can then be used for aligning the sections. Automatic
numbering also allows objects to be split apart into com-
ponent traces. These components can later be recombined
into one object by again renaming without automatic
numbering.

The attributes of  a trace include the name, the border and
fill colours, the fill style, and an optional comment string. A
default set of  attributes is used for new traces. These default
values can be rapidly changed with a user-defined palette. In
addition to trace attributes, the palette allows rapid selection
of  a previously defined trace shape. The trace shape can be
repeatedly applied to the section by a single click of  the mouse.

Table 3. Performance times for section display onto a 1600 × 1200-pixel screen using a Dell Optiplex GX260 with a 2-GHz processor, 512 Mb of  
memory, and a standard IDE/ATA hard drive.

Domain 
size 
(Mpixels)

No. of  
colours

Average 
domain 
file size (Mb) Format

No. of  
domains 
per section

Section 
rendering 
time (ms)

Average 
proxy 
file size (Mb)

Rendering 
time with 
proxies (ms)

4.7 16777216 14.2 BMP 9 1690 0.034 630
45.6 256 12.4 JPEG 4 9800 2.85 610
10.4 256 4.7 JPEG 1 940 0.885 450
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Traces can be used to form sampling grids for stereological
measurements. These grids can also be placed on a section with
a single mouse click. Built-in stereological traces currently
include point, rectangular and cycloidal grids, and grids of
unbiased sampling frames. Other types of  grids can be easily
created by drawing the component shape and then setting the
grid tool options to incorporate this shape into a grid with the
desired dimensions.

In addition to section traces, 

 

Reconstruct

 

 supports the draw-
ing of  

 

z-

 

traces that span multiple sections. These 

 

z

 

-traces are
useful for making 3D measurements and for defining paths
through the sections. The location of  

 

z

 

-traces can be visualized
in the 3D scene along with objects reconstructed from section
traces.

 

Calibration and measurement

 

Reconstruct

 

 works in an arbitrary system of  units. The user
defines the units of  measurement for each series. All input and
output values are consistently in these units. For example, if
the units are declared to be ‘micrometres’ then all values
entered for section thickness, movements, image pixel size,
etc., are in micrometres. Traces and transformations are
stored in micrometres, and quantitative output, such as trace
lengths, are reported in micrometres as well.

The magnification of  image data can be calibrated by draw-
ing traces on an image of  a scale of  known size, i.e. a calibra-
tion specimen that was imaged at the same magnification and
digitized with the same settings as the data. The square pixel size
is determined by dividing the total trace length in series units
by the length in pixels. Images of  calibration specimens can be
stored anywhere within the series. By convention, a calibration
image for the series is placed in an empty section at the start of
the series in section 0. Section 0 is a special section that is not
used to define objects or compute 

 

z

 

-distances (see below).
Section thickness is another critical parameter for obtaining

accurate 3D measurements and reconstructions. To provide
maximum flexibility, 

 

Reconstruct

 

 allows each section in a
series to have a different thickness. The thickness of  individual
sections can be measured from minimal folds (Small, 1968)
or by measuring the dimensions of  sections obtained from a
truncated pyramid (Papadimitriou 

 

et al

 

., 2003). Alternatively,
mean section thickness for the series can be estimated using
longitudinally sectioned cylindrical objects such as mitochon-
dria (Fiala & Harris, 2001a), in which case all sections would
be given this mean thickness.

The 

 

z

 

-distance, the distance along the axis perpendicular to
the plane of  sectioning, is used to compute 3D values. The 

 

z

 

-
distance for any section is computed by adding the section
thicknesses of  all preceding sections to the thickness of  that
section (Fig. 3). This allows distances between sections of
different thicknesses to be accurately represented.

Once a series has been calibrated, accurate measurements
will be automatically generated whenever a list of  elements is

displayed. The domain list displays the length, area and mid-
point of  the boundary of  each domain. The object list displays
the surface area and volume of  objects, and the number of
component traces. The list of  traces in the current section dis-
plays trace length and area, the trace centroid, and the mini-
mum and maximum 

 

x

 

- and 

 

y

 

-values for the trace. A Series
Export operation allows the trace lists for all sections to be col-
lated in one file for further processing by spreadsheet or statis-
tics software. Additional lists calculate and display the lengths
of  

 

z

 

-traces and the 3D distances between objects. The rows and
columns of  all lists can be limited by defining limit strings that
use wildcard characters to match the names of  the elements.
All lists can be saved as text files for spreadsheet or statistics
processing.

 

Movements and alignment

 

Every domain and trace has a transformation associated with
it to allow independent movement of  data elements (Fig. 2). A
single domain or trace can be moved within the section by
changing its transformation. The entire section can be moved
by changing all the transformations together. Each transfor-
mation maps trace points or image pixels into the section
using a combination of  basis functions in two dimensions
(Fiala & Harris, 2001b). Essentially, each basis function repre-
sents an elementary motion such as translation, rotation,
slant, scaling, deformation or bending. By combining these
movement components in different proportions, a complex
remapping of  the underlying data is possible.

Fig. 3. Two methods are provided for the computation of  z-distances. One
computes the distance to the middle of  the section (z = t1 + t2 + t3 + …
+ tn−1 + tn/2), while the other computes the distance to the top of  the
section (z = t1 + t2 + t3 + … + tn−1 + tn). The latter method provides an easy
way to represent gaps of  missing sections by giving a larger thickness to the
sections at the top of  the gaps, while the former gives more accurate z-
distances and 3D representations when sections have different thicknesses.
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Movements of  domains, traces and entire sections can be
carried out by explicitly specifying the movement, e.g. ‘rotate
37 degrees clockwise’, or by using the keyboard to make incre-
mental adjustments. Doing this while blending or flickering
two sections allows sections to be manually aligned. In addi-
tion, Reconstruct provides two easier ways to align sections: by
image correlation and by correspondence of  traces (Fig. 4). All
methods for movement and alignment can be applied to the
problem of  arranging domains into a montage as well.

Aligning by correlation computes the peak of  the cross-
correlation function between the current and previous
sections, and determines the translation required to move the
current section to the peak location. Aligning by correlation
only works for pure translational offsets between sections, but
it can sometimes be used iteratively with keyboard rotations
and scaling to achieve more general alignments.

Alignments are more readily achieved by treating pairs of
traces in adjacent sections as fiducial marks to guide registration.
In this approach, Reconstruct computes the transformation
that minimizes the distance between the centroids of  pairs of
traces in adjacent sections. Any type of  intrinsic or imposed

fiducial markers can be utilized to align sections including
material embedded with the specimen before sectioning (Humm
et al., 1995) and the geometric points of  the truncated pyramid
method (Papadimitriou et al., 2003).

An alignment transformation computed from trace correspond-
ences can be limited to rotations and translations by using a
subset of  the transformation basis functions. Using more basis
functions allows more degrees of  freedom for alignment but intro-
duces the potential for distorting the section. To avoid distorting
the sections through ambiguous alignments, the entire section
can be aligned at once. A combination of  blending and flickering
is used to evaluate alignments and help minimize distortions.
Flickering helps reveal whether the differences between sections
are simply local changes in object structure vs. uniform apparent
motion consistent with whole section misalignment.

An individual movement or alignment operation can be
repeated with a keystroke. An adjustment made to one section
can be easily applied to the rest of  the sections. This allows the
correction of  a misalignment at one point in a series to be
propagated to the rest of  the series. A sequence of  movements
can also be recorded and applied to other sections.

Fig. 4. Reconstruction of  a pollen grain from 46 confocal microscopy sections. (A) Each aligned section was captured with a square border (grey) created
by the computer. The profiles of  the pollen grain (white region) were traced using Reconstruct’s Wildfire region growing tool (black line at border of  white region).
(B) Misaligned sections were created by applying random rotations and translations. (C) Trying to realign the sections using the correlation method only
corrects for translations. (D) The pollen grain as displayed by Reconstruct from the original aligned data. (E) The misaligned series was completely realigned
by the point correspondence method. The user entered a point at each corner of  the square border and Reconstruct computed the alignment of  each section
from these points. (F) The pollen grain displayed by Reconstruct after realignment of  sections using the point correspondence method. Both types of
alignments, correlation and point correspondence, could be performed rapidly in Reconstruct, requiring only 8–9 min to align 46 sections.
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Objects and 3D display

An object is defined to be the set of  all traces in the series that
have the same name. A list of  the objects in the series is used to
delete, rename and modify objects, to display object measure-
ments, and to add or remove objects from the 3D scene. The 3D
scene is an OpenGL graphics window for previewing the 3D
representation of  an object. When an object is added to the
scene, a 3D representation is generated from the object’s com-
ponent traces. The 3D representation can be as simple as the
traces placed at the correct z-distances, or as complex as sur-
facing the traces with triangular surface patches (Fig. 5).

The scene window can be used to arrange multiple objects
from a series in space. Objects from another series can be com-
bined with the scene, allowing a large 3D reconstruction to be
easily generated from multiple series. The scene is rendered

with the fidelity of  the computer’s OpenGL implementa-
tion, and this generally allows the diffuse, ambient, emissive,
specular and transparency properties of  objects to be specified.
The scene can be interactively rotated, panned, zoomed and
animated with the mouse. The final scene can be saved to a
bitmap or VRML file. VRML (Virtual Reality Modelling
Language) output allows the 3D reconstruction to be viewed
over the web or imported into other programs for high-
resolution rendering.

Obtaining the software

Reconstruct is freely available at http://synapses.bu.edu/ or
http://synapses.mcg.edu/. Reconstruct will run on all Microsoft
Windows operating systems and may run on other platforms
with an appropriate Win32 emulator/translator, such as

Fig. 5. Examples of  3D representations of  one object generated by Reconstruct. The object was defined by tracing profiles of  a dendritic spine on a pyramidal
neurone in the hippocampus. All images were saved from the 3D scene at the same magnification and viewing angle. (A) The traces in three dimensions.
(B) The areas inside the traces. (c) Triangular faces placed at the midpoints of  the traces. (D) A box centred on the object. (E) A Boissonnat surface drawn as
a wireframe. (F) A Boissonnat surface without smoothing. (G) A Boissonnat surface with smooth shading. (H) A cylinder centred on the object. (I) An
ellipsoid representing the axes of  the scatter matrix of  the trace points. ( J) A double pyramid centred on the object. (K) A sphere centred on the object.
Shapes such as boxes, cylinders and spheres are useful as 3D calibration objects and as 3D substitutions for objects only in single sections.

http://synapses.bu.edu/
http://synapses.mcg.edu/
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WINE (GNU/LINUX) or Virtual PC (Mac OS X). The only
required libraries are Win32 and OpenGL.

A users group has been established to help users exchange
information about Reconstruct (http://groups.yahoo.com/
group/reconstruct_users/). The users group serves as a forum
for sharing software updates and information on how to use
Reconstruct. The full functionality of  Reconstruct is detailed in
the online user’s manual. The manual contains important
documentation such as the formulas used for all measure-
ments reported by the software. In addition, the manual
includes strategies and protocols for obtaining good align-
ments, and for ensuring that the 3D surfacing algorithm
returns reasonable results.

Conclusions

Reconstruct facilitates the study of  complex anatomical
arrangements within serial sections and serves as an organiz-
ing medium for storage and review of  large digital data sets.
Series with tens of  thousands of  sections and hundreds of
images per section can be quickly examined at any desired
magnification. The basic functionality has been proven in
numerous serial section studies (Table 2). Reconstruct offers
further increases in productivity, by allowing these methods to
be applied more quickly and with greater flexibility.

Although Reconstruct is useful in its present form, there is
plenty of  room for improvement. Additional image import and
data export options are desirable, as are additional tracing and
editing tools and techniques for alignments, segmentation
and 3D surfacing. Full source code is available to facilitate
continued expansion and development of  the software. Of  par-
ticular interest for future development will be increased auto-
mation of  alignment and montaging functions.

As free software, Reconstruct makes it easier for laboratories
to conduct serial section microscopy studies. Reconstruct can
be disseminated along with the data to facilitate collaborative
projects. In summary, the software makes computer analysis
of  large volumes of  sectioned tissue less time-consuming,
more cost-effective and more amenable to data sharing.
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